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10 Modified ROC Curve
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Fig.4 We have a fixed classifier /. The area under the upper curve corresponds to AUC(h), where y* = 0.
The area under the lower curve corresponds to bAUC(h), where y* < 0

pairs of points that were correctly ranked. In other words, while AUC considers only
the count of errors, bAUC conservatively considers the severity of the worst incorrectly
ranked pairs of points and, to possibly balance this conservatism out, it considers the
confidence with which the classifier correctly ranked the pairs of points that are most
poorly ranked, but still correct. For example, consider a classifier with AUC = .7,
where m*m~ = 100 and the ordered list of ranking errors is {1, €@ . £100y
where £ < @ < ... < £190) This means that 30 pairs were incorrectly ranked
with ranking errors larger than or equal to zero, i.e. § ©) <0 < £ (70) <é£ an <

. < €100 Now, if Z}ﬂ% £D = —£©) we will have that bAUC = .69. Thus, in
this case, although bAUC is more conservative than AUC, we find that the classifier
correctly ranked 69 of the 100 pairs with enough confidence to offset the magnitude
of the 30 errors from the 30 incorrectly ranked pairs. If, though, the errors less than,
but closest to zero, were closer to zero, we would find that bAUC would be smaller,
reflecting the conservatism w.r.t. the extreme errors.

4.4 Optimizing bAUC

Direct maximization of AUC is rarely done due to the troublesome properties of
probabilistic objectives, even for the simplest classifier such as the linear classifier
h(X)—t = wT X — ¢, w € R". Direct maximization of bAUC, on the other hand,
reduces to convex programming and linear programming for the linear classifier. Let
g(w) = —wl (XT — X7). Maximization of AUC takes the form,

max 1—PEw) =20, 19)

where the probabilistic objective is discontinuous and non-convex when dealing with
empirical observations of Xt and X . Maximization of bAUC takes the form
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